Abstract
Computing with large kernel or similarity matrices is essential to many state-of-the-art machine learning techniques in classification, clustering, and dimensionality reduction. The cost of forming and factoring these kernel matrices can become intractable for large datasets. We introduce an an adaptive column sampling technique called Accelerated Sequential Incoherence Selection (oASIS) that samples columns without computing the entire kernel matrix. Numerical experiments demonstrate that oASIS has performance comparable to state-of-the-art adaptive sampling methods at a fraction of the cost.

1 Introduction
Many machine learning and data analysis frameworks require the formation of kernel matrices that contain the pairwise “similarities” or distances between signals in a collection of data. For instance, kernel methods for classification [1], or nonlinear dimensionality reduction [2, 3] all require computing and storing an $n \times n$ kernel matrix, where $n$ is the number of examples (points) in the dataset.

To extend kernel-based methods to extremely large $n$, a host of methods have focused on sampling a small subset of columns from the kernel matrix and then computing a low rank approximation of the matrix using the Nyström method [4]. Methods for sampling the span of a matrix are broadly referred to as column subset selection (CSS) methods and have been applied successfully in applications ranging from image segmentation [5] to matrix factorization [6].

In general, it is not possible to determine which columns to select from a data matrix without explicitly forming the candidate columns (i.e., computing the distance between one example and the rest of the dataset). However, in the case of symmetric kernel matrices,

- oASIS does not use information about a column until after it has been sampled. For this reason, only the submatrix of sampled columns must be computed/stored.
- The total runtime of oASIS scales linearly with the matrix dimension $n$. oASIS is typically orders of magnitude faster than other greedy methods that have $O(n^2)$ runtime.

oASIS provides a tractable solution for approximating extremely large kernel matrices where other adaptive methods simply cannot be applied. In numerical experiments, we demonstrate that oASIS provides accuracy comparable to the best existing adaptive methods with dramatically reduced complexity and memory requirements.

This paper is organized as follows. In Section 2, we introduce the Nyström method and survey existing sampling methods. In Section 3, we introduce oASIS. In Section 4, we use synthetic and real data sets to demonstrate the efficacy of the proposed method for approximating kernel matrices and diffusion distances for nonlinear dimensionality reduction [2].
2 Background

In this section we describe the Nyström method and its variants and applications.

2.1 Notation

We will write matrices $G$ and vectors $x$ in upper and lowercase script, respectively. We also use $A^\dagger$ to denote the Moore-Penrose pseudo-inverse of $A$. We represent the element-wise product of matrices $A$ and $B$ and $A \odot B$, and $\text{colsum}(A)$ denotes a row vector containing the sums of the columns of $A$. When describing algorithms, we use “Matlab” style indexing in which $G(i,j)$ denotes the $(i,j)$th entry of the matrix $G$, and $G(:, j)$ denotes its $j$th column.

2.2 The Nyström Method

Williams and Seeger presented the Nyström method in 2001 to improve the speed of kernel-based methods for classification [1]. The method approximates a low-rank symmetric positive semidefinite (PSD) matrix using a subset of its columns.

Consider an $n \times n$ PSD matrix $G$ of rank $r$. There is some matrix $X \in \mathbb{R}^{r \times n}$ such that $G = X^T X$. Suppose we sample $k \leq r$ columns of $G$ and collect them into a matrix $C_k$. To simplify notation, we assume, without loss of generality, that we have sampled the $k$ left-most columns of $G$. We can then form the partition $X = [X_1 \ X_2]$, where $X_1$ contains the first $k$ columns of $X$, and $X_2$ contains the remaining columns. We can write $G$ as

$$G = \begin{bmatrix} X_1^T \\ X_2^T \end{bmatrix} \begin{bmatrix} X_1 \\ X_2 \end{bmatrix} = \begin{bmatrix} W_k & X_1^T \ X_2 \\ X_2^T \ X_1 & X_2^T \ X_2 \end{bmatrix}$$

(1)

where $W_k = X_1^T X_1$ is a $k \times k$ symmetric matrix, and $C_k = [W_k \ X_1^T \ X_2]^T$ is the $n \times k$ sampled columns. Then the Nyström approximation of $G$ is now defined as

$$G \approx \tilde{G}_k = C_k W_k^\dagger C_k^T.$$  

(2)

An approximate singular value decomposition (SVD) of $G$ can then be obtained from the SVD of the smaller matrix $W_k$, which is written $W_k = U_W \Sigma_W U_W^T$. The singular values of the approximation $\tilde{G}_k$ are simply a scaled multiple of $\Sigma_W$, and the singular vectors are given by [1]

$$\tilde{U} = \sqrt{\frac{k}{n}} C U_W \Sigma_W^{-1}.$$  

Since $W$ is $k \times k$, this computation is much faster than the full $n \times n$ SVD of $G$, where the complexity of the SVD step reduces from $O(n^3)$ to $O(k^3)$ with $k \ll n$.

Note that the Nyström method allows the singular vectors of $G$, and thus a low dimensional embedding of the data, to be computed from only a subset of the columns of $G$. When the data set contains many points, it is desirable to form only a subset of the columns of $G$, rather than to calculate and store all $n(n+1)/2$ pairwise distances.

2.3 Column Sampling Methods

**Uniform Random Sampling:** Early work on the Nyström method focused on random column sampling methods [1]. Theoretical bounds on the accuracy of a rank-$k$ approximation to $G$ after sampling a sufficient number of columns under various norms can be found in [7]. Uniform random sampling methods can be improved using weighted probability distributions that consider the scaling of the columns of $G$ [4]. Scaling can be done in $O(n^2)$ time, assuming the matrix is precomputed.

**Non-deterministic Adaptive Sampling:** Recently, leverage scores have been used as a distribution over the column draw [7]. Given the rank-$k$ SVD of $G_k = U_k \Sigma_k U_k^T$, the scores are computed as $s_j = ||U_k(:, j)||^2$, and each column is selected with probability proportional to its score. Scores are expensive to compute exactly, and require the low-rank approximate SVD of $G$ to be pre-computed at $O(n^2)$ cost.

**Deterministic Adaptive Sampling:** Early adaptive methods use exhaustive search to find columns that minimize the Frobenius norm error $\|G - \tilde{G}_k\|_F$ [8]. A more efficient adaptive scheme due to
Farahat [9] builds a Nyström approximation by selecting columns sequentially using a matrix of “residuals.” On each stage of the method, the column with the largest residual is selected, and the residual matrix is updated to reflect its contribution. The cost of updating the residual matrix is $O(n^2)$ per iteration. This criterion is related to the adaptive probability distribution in [10].

3 Accelerated Sequential Incoherent Selection (oASIS)

In this section, we introduce a new adaptive sampling method for column subset selection called oASIS and analyze its complexity.

3.1 Sequential Incoherence Selection

We now address the question of how to build a Nyström approximation by sequentially choosing columns from $G$. Suppose we have already formed a $k$-column Nyström approximation to $G$. Our goal is to select a new column that will improve the approximation. If a new column lies in the span of the columns we have already sampled, then this column has no effect on the Nyström approximation. Ideally, we would like to quantify how much each candidate column will change the Nyström approximation and select the column that will produce the most significant impact on $G_k$. As this column would ideally not lie in the span of the already selected columns, we say the new column is incoherent with those already selected. While it is impossible to predict how much each column will impact $G$ without examining all of the candidate columns, we show below that it is possible to calculate the impact of a column on the upper-left block of $G$ even before that column has been selected. This provides a proxy measure of the incoherence.

Let $\tilde{G}_k$ denote the $k$-column Nyström approximation of $G$. Recall that the matrix $G$ can be written as $X^TX$, and that $X_k$ denotes the first $k$ columns of $X$. The upper-left $(k+1) \times (k+1)$ block of $G$ can be written in terms of the matrix $X_k$ as

$$X_k^TX_k = \begin{bmatrix} W_k & b_{k+1} \\ b_k^T & d_{k+1} \end{bmatrix}$$

(3)

where $b_{k+1}$ contains the first $k$ entries in column $G(:,k+1)$, and $d_{k+1}$ denotes the diagonal entry $G(k+1,k+1)$.

We now consider the expansion of the Nyström approximation in (3). The upper left $k \times k$ block of $\tilde{G}_k$ is simply $X_k^TX_kW_k^TX_k = X_k^TX_k$. Similarly, the upper left $(k+1) \times (k+1)$ block of $\tilde{G}_k$ can be written in terms of $X_k^TX_k$ as follows:

$$\begin{bmatrix} W_k & b_{k+1} \\ b_k^T & d_{k+1} \end{bmatrix} = \begin{bmatrix} X_k^TX_k & b_{k+1} \\ b_k^T & d_{k+1} \end{bmatrix} = \begin{bmatrix} X_k^TX_k & b_{k+1} \\ b_k^T & d_{k+1} \end{bmatrix}.$$  

(4)

If the Nyström approximation $\tilde{G}_k$ is an accurate approximation to $G$, then the upper left block (4) of $\tilde{G}_k$ should match the upper-left block (3) of $G$. The discrepancy between these two blocks is given by $|d_{k+1} - b_k^TW_kb_{k+1}|$. In the event that $d_{k+1} - b_k^TW_kb_{k+1} = 0$, the matrix $W_k^T$ behaves similarly to the matrix $W_{k+1}^T$, and the new column does not impact the upper-left block of $\tilde{G}_k$. However, if $|d_{k+1} - b_k^TW_kb_{k+1}|$ is large, then this column is guaranteed to have a substantial impact on the Nyström approximation.

Based on this observation, we develop the following sampling method for sequential incoherent selection (SIS). We assume the process has been seeded with a small set $\Omega_k$ of $k$ column indices chosen at random (we suggest starting with $|\Omega_k| = 10$). Columns are then selected to be included in the approximation as follows:

1. Permute the rows and columns of $G$ such that the first $k$ columns correspond to the columns that we have already sampled. Form $W_k^T$, the pseudoinverse of the upper left $k \times k$ block of $G$.

2. Let $b_i$ denote the first $k$ entries of column $i$, and let $d_i$ denote the diagonal entry in this column. For each unsampled column, calculate the lower bound $\Delta_i$ on how much it changes
the Nyström approximation:
\[ \Delta_i = d_i - b_i^T W_k^1 b_i. \]

3. Select the un-sampled column that maximizes \(|\Delta_i|\) and add it to the Nyström approximation.

4. If the selected value of \(|\Delta_i|\) is smaller than a user set threshold, then terminate. Otherwise, let \(k \leftarrow k + 1\), and return to Step 1.

### 3.2 oASIS

A naive implementation of the method in Section 3.1 is inefficient because each step requires a matrix inversion to form \(W_k^{+1}\) in addition to calculating the errors \(\Delta_i\). Fortunately, this can be done efficiently by updating the results from the previous step using block matrix inversion formulas.

This method is called oASIS.

We first consider the calculation of \(W_k^{+1}\) after column \(k + 1\) is added to the approximation. We will assume throughout the rest of this section that \(W_{k+1}\) is invertible and thus \(W_k^{+1} = W_{k+1}^{-1}\). We shall see later on that our column selection rule guarantees the invertibility of \(W_k\). Using the notation of Section 3.1, we let \(b_k\) denote the first \(k\) rows of column \(G(\cdot, k + 1)\) and \(d_k\) denote its diagonal. Using a block inversion formula, we get

\[
W_k^{+1} = \begin{bmatrix} W_k & b_k \\ b_k^T & d_k \end{bmatrix}^{-1} = \begin{bmatrix} W_k^{-1} + s_k + q_k + q_k^T, & -s_k - q_k \\ -s_k - q_k, & s_k \end{bmatrix}
\]

(5)

where \(s_k = (d_k + b_k W_k^{-1} b_k)^{-1} = \Delta_k^{-1}\) is the (scalar valued) Schur complement and \(q_k = W_k^{-1} b_k\) is a column vector. This update formula allows \(W_k^{+1}\) to be formed by updating \(W_k^{-1}\), and only requires inexpensive vector-vector multiplication. Note that \(W_k^{-1}\) is invertible as long as \(\Delta_k^{-1}\) (the Schur complement) is non-zero, which is guaranteed by our sampling rule: the algorithm terminates if \(\Delta_k^{-1} = 0\) in which case our approximation is exact.

We now consider the calculation of \(\Delta_i = d_i - b_i^T W_k^{+1} b_i\) for all \(i\). Note that on step \(k\) of the method, we have \(C_k^T = [b_1, b_2, \cdots, b_N]\). We can evaluate all values of \(b_i^T W_k^{+1} b_i\) simultaneously by computing the entry-wise product of \(C_k\) with the matrix \(R_k := W_k^{+1} C_k^T\) and then summing the resulting columns. If we have already formed \(C_k\) and \(R_k\) on iteration \(k\), the matrix \(R_{k+1} = W_{k+1}^{-1} C_{k+1}^T\) is needed on the next iteration is obtained by applying [5] to \(C_{k+1}^T\) to get

\[
R_k + s_k + q_k (C_k^T C_k + c_k^T c_k) = R_k + s_k + q_k (C_k^T C_k + c_k^T c_k).
\]

Equation (6) forms \(R_{k+1}\) by updating the matrix \(R_k\) from the previous iteration. The update requires only matrix-vector and vector-vector products. The application of this fast update rule to the method described in Section 3.1 yields Algorithm [1].

Algorithm [1] is initialized by choosing a small random subset of starting columns from \(G\). Next, the starting matrices \(C_k, W_k^{-1}\) and \(R_k = W_k^{-1} C_k^T\) are formed. On each iteration of the algorithm, the vector of Schur complements \(\Delta\) is formed by computing

\[
\Delta = d - \text{colsum}(C_k \circ R_k)
\]

where “\(\circ\)” represents entry-wise multiplication, and “colsum” returns the sums of the columns of its argument. Next, the largest entry in \(\Delta\) is found, and its index is used to select the next column from \(G\). The update formulas [5] and [6] are then used to form the matrices \(W_{k+1}^{-1}\) and \(R_{k+1}\) required for the next iteration.

### 3.3 Complexity of oASIS

The rate-limiting step of Algorithm [1] is the computation of \(R_{k+1}\) by updating \(R_k\). Eq. [6] allows this to be performed by sweeping over the entries of \(R_k\), which has dimensions \(k \times n\). The complexity of a single iteration is thus \(O(kn)\). If \(\ell\) columns are sampled in total, then

\[
\sum_{k=1}^{\ell} k n = \frac{1}{2} \ell(\ell + 1)n
\]
Algorithm 1 oASIS

**Inputs:** A symmetric matrix $G$, the diagonal elements of $G$, stored in $d$, the maximum number of columns to sample, $K$, the number of columns to initialize the algorithm $k < K$, a non-negative stopping tolerance, $\epsilon$.

**Outputs:** The sampled columns $C$, the inverse of the sampled rows $W^{-1}$.

**Initialize:** Choose a vector $\Omega \in [1, N]^K$ of $k$ random starting indices.

\[ C_k = G(:, \Omega) \]
\[ W^{-1}_k = G(\Omega, \Omega)^{-1} \]
\[ R_k = W^{-1}_k C_k^T \]

while $k < K$ do

\[ \Delta = d - \text{colsum}(C_k \circ R_k) \]
\[ i = \arg \max_{j \notin \Omega} |\Delta(j)| \]

if $|\Delta(i)| < \epsilon$ then return

\[ b_k = G(\Omega, i) \]
\[ d_{k+1} = d(i) \]
\[ s_{k+1} = 1/\Delta(i) \]
\[ q_{k+1} = R(:, i) \]
\[ C_{k+1} = [C_k, G(:, i)] \]

Form $W^{-1}_{k+1}$ using Eq. (5)

Update $R_{k+1}$ using Eq. (6)

$k \leftarrow k + 1$

$\Omega \leftarrow \Omega \cup \{i\}$

end while

entries must be updated. The resulting complexity of the entire algorithm is $O(\ell^2 n)$. In practice, the number of sampled columns $\ell \ll n$. This makes oASIS considerably more efficient than adaptive methods such as [9], which requires the computation of $n \times n$ residual matrices at each stage resulting in $O(\ell n^2)$ complexity. The method in [7] requires the approximate SVD of $G$, which also requires iterations of cost $O(n^2)$ over dense matrices. The low complexity of oASIS makes it practical for extremely large matrices where other adaptive sampling schemes are intractable.

4 Numerical Experiments

To evaluate the performance of oASIS, we measure the accuracy of Nyström approximations using small and large datasets. For each dataset $\{x_i\}_{i=1}^n$, we consider: (i) Gaussian kernel matrices where $G(i, j) = \exp(||x_i - x_j||^2_2/\sigma^2)$ and for small datasets we also consider (ii) diffusion distance matrices $M = D^{-1/2}G D^{-1/2}$ where $G$ is a Gaussian kernel matrix and $D$ is a diagonal matrix containing the row sums of $G$.

We compare oASIS to the following state-of-the-art CSS methods: uniform random sampling, leverage scores [7] (Section 2.3), and Farahat’s greedy update method [9] (Section 2.3). For the large dataset we consider only oASIS and uniform random sampling, as the other adaptive methods become intractable when the matrix becomes too large to explicitly store. Specific datasets and experiments are described below.

4.1 Small datasets: Two Moons and Abalone

Convergence curves are generated by forming $\tilde{G}_k$ for increasing $k$, and then calculating the approximation error defined by $\|\tilde{G}_k - G\|_F/\|G\|_F$.

**Two Moons:** A common synthetic dataset for clustering algorithms, this data consists of 2-dimensional points arranged in two interlocking moons. The data matrix is $2000 \times 2$. We set the kernel $\sigma$ equal to 5% of the maximum Euclidean distance between points.
Figure 1: Nyström approximation error curves for selected experiments, comparing our proposed oASIS with state-of-art random and adaptive methods. See Section 4 for details. In addition, we also plot a run time comparison of oASIS with other adaptive methods. Note that oASIS scales well to large problem sizes due to its low runtime complexity (see Section 3.3).

Table 1: Normalized Nyström approximation errors (and column selection runtime in seconds) for a variety of matrices. For each problem we present the results for both Gaussian maps (top) and diffusion maps (bottom). For “small” problems we report results after sampling 450 columns. For MNIST we report results with 4000 columns.

<table>
<thead>
<tr>
<th>Problem</th>
<th>(n)</th>
<th>oASIS</th>
<th>Random</th>
<th>Lev. Scores</th>
<th>Farahat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two Moons</td>
<td>2,000</td>
<td>1.00e−6 (2.34)</td>
<td>2.57e−3 (0.01)</td>
<td>1.08e−3 (16.64)</td>
<td>8.30e−7 (57.96)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.10e−6 (2.07)</td>
<td>1.47e−2 (0.04)</td>
<td>7.44e−3 (18.26)</td>
<td>1.11e−6 (58.28)</td>
</tr>
<tr>
<td>Abalone</td>
<td>4,177</td>
<td>1.23e−6 (4.61)</td>
<td>3.40e−3 (0.01)</td>
<td>8.17−4 (129.047)</td>
<td>2.80−7 (243.73)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.62e−6 (4.59)</td>
<td>3.05e−1 (0.01)</td>
<td>4.11e−1 (130.66)</td>
<td>5.61e−7 (251.24)</td>
</tr>
<tr>
<td>MNIST</td>
<td>50,000</td>
<td>7.42e−6 (16387)</td>
<td>1.54e−3 (1861)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Abalone**: A dataset collected by marine scientists consisting of physical characteristics of abalone [11]. The data matrix is \(4177 \times 8\). We set the kernel \(\sigma\) equal to 5% of the maximum Euclidean distance between points.

4.2 Large dataset: MNIST digits

As the resulting \(G\) would be too large to explicitly calculate and store, the approximation error is estimated using a random sampling of 100,000 entries of \(G\), and computing the Frobenius-norm discrepancy between the corresponding entries in \(G_k\).

**MNIST**: A benchmark dataset for classification methods [12]. MNIST contains 50,000 images of handwritten digits with \(28 \times 28 = 784\) pixels each. Similarity matrices formed from the digits are known to have low-rank structure because there are only 10 different numerical digits. We set the kernel \(\sigma\) equal to 50% of the maximum Euclidean distance between points.

4.3 Discussion of Results

Selected convergence curves (normalized error vs. number of columns sampled) are shown in Figure 1. Figure 1 also presents a plot of column selection runtime vs. matrix size for a variety of methods. Results at the largest sample sizes are shown in Table 1. For the experiments run, oASIS
achieves lower approximation error than both uniform random sampling and leverage scores. In addition, it is competitive with Farahat’s method in terms of accuracy, while having substantially faster run times.

We emphasize that the primary advantage of oASIS over other adaptive schemes is its speed. In fact, as discussed in Section 3.3, the runtime of oASIS is linear in the matrix dimension. This gives oASIS a considerable advantage over the other adaptive schemes, which require $O(n^2)$ runtime. For this reason, oASIS easily scales up to extremely high dimensional problems where other adaptive methods are intractable.

5 Conclusions

In this paper, we have introduced oASIS, a new adaptive sampling algorithm that can be used in the Nyström method for low-rank approximation. oASIS combines the high accuracy of adaptive matrix approximations with the low runtime complexity and memory requirements of inexpensive random sampling schemes. The speed and efficacy of the method was demonstrated by accurately approximating large matrices using a single processor. Future work will focus on parallel and distributed implementations, and evaluating the efficacy of oASIS for specific tasks, such as manifold learning and spectral clustering.
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